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Demand Response: techniques to exploit consumers flexibilities

## Aggregation and optimization of flexibilities

Flexibility aggregators: intermediaries between end-users and the system operator

- aggregate a large number of negligible flexibilities offered by end-users
- valuate them on the market or as a service offered to system operators;
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## Part I

## Privacy-preserving Decentralized Optimization of Flexibilities

## Problem Formulation
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until Disaggregation Problem is feasible.

## Disaggregation Feasibility
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## Theorem (Jacquot, Beaude, Benchimol, Gaubert, and Oudjane, 2019)

If disaggregation is not feasible, it is possible to recover a violated Hoffman cut $\mathfrak{H}_{\mathcal{T}_{0}, \mathcal{N}_{0}}$ by only local and privacy-preserving operations.
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Gubin \& Polyak (67): If $\mathcal{X}$ and $\mathcal{Y}$ are convex with $\mathcal{X}$ bounded, then: $\boldsymbol{x}^{(k)} \underset{k \rightarrow \infty}{\longrightarrow} \boldsymbol{x}^{\infty} \in \mathcal{X}$ and $\boldsymbol{y}^{(k)} \underset{k \rightarrow \infty}{\longrightarrow} \boldsymbol{y}^{\infty} \in \mathcal{Y}$, with: $\left\|\boldsymbol{x}^{\infty}-\boldsymbol{y}^{\infty}\right\|_{2}=\min _{\boldsymbol{x} \in \mathcal{X}, \boldsymbol{y} \in \mathcal{Y}}\|\boldsymbol{x}-\boldsymbol{y}\|_{2}$.

## Theorem (Jacquot, Beaude, Benchimol, Gaubert, and Oudjane, 2019)

For the sets $\mathcal{X}$ and $\mathcal{Y}$ defined above, the two subsequences of $\operatorname{APM}\left(\boldsymbol{x}^{(k)}\right)_{k}$ and $\left(\boldsymbol{y}^{(k)}\right)_{k}$ converge at a geometric rate to $\boldsymbol{x}^{\infty} \in \mathcal{X}, \boldsymbol{y}^{\infty} \in \mathcal{Y}$, with:

$$
\left\|\boldsymbol{x}^{(k)}-\boldsymbol{x}^{\infty}\right\|_{2} \leq 2\left\|\boldsymbol{x}^{(0)}-\boldsymbol{x}^{\infty}\right\|_{2} \times\left(1-\frac{4}{N(T+1)^{2}(T-1)}\right)^{k}
$$

and the same inequalities hold for the convergence of $\boldsymbol{y}^{(k)}$ to $\boldsymbol{y}^{\infty}$.
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## Proof:

- rely on the notion of Friedrich angle between facets of $\mathcal{X}$ and $\mathcal{Y}$,
- consider matricial representation of these facets with positive matrices,
- then use spectral graph theory arguments to bound the cosine of the angle.
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## Proposition (Jacquot, Beaude, Benchimol, Gaubert, and Oudjane, 2019)

The cut $\mathfrak{H}_{\mathcal{T}_{0}, \mathcal{N}_{0}}$ can be obtained after a finite number of APM iterations.
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- individual agents (elec consumers) make consumption decisions based on price incentives and personal utilities,
- individual decisions have an impact on the system level,
- adopting a decentralized point of view: information kept locally by consumers (privacy).


## Electricity Consumers Congestion Game
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- minimize distance to target profile $\left(Q_{t}\right)_{t \in \mathcal{T}}$ bid on elec market
- minimizing production costs with self production.
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b_{n}\left(\boldsymbol{x}_{n}, \boldsymbol{x}_{-n}\right) \stackrel{\text { def }}{=} \sum_{t \in \mathcal{T}} x_{n, t} c_{t}\left(X_{t}\right) \text { with } \boldsymbol{x}_{n} \in \mathcal{X}_{n}
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Rosen (65): In a game satisfying the above assumptions, there exists an NE.

## Nash Equilibrium Uniqueness conditions

## Proposition (Jacquot, Beaude, Gaubert, and Oudjane, 2017)
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## Proposition (Jacquot, Beaude, Gaubert, and Oudjane, 2017)
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- Can have a bound for specific price parameters to ensure efficiency ?
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## Theorem (Jacquot, Beaude, Gaubert, and Oudjane, 2017)
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## Theorem (polynomial prices, Roughgarden (2015)) <br> If for each $t, c_{t}$ is a polynomial function with positive coefficients of degree $\leq d$, then <br> $\operatorname{PoA}(\mathcal{G}) \leq\left(\frac{1+\sqrt{d+1}}{2}\right)^{d+1}$, and <br> $\operatorname{PoA}(\mathcal{G}) \leq \frac{3}{2}$ for affine prices.
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## Theorem (Jacquot, Beaude, Gaubert, and Oudjane, 2019)

If the operator $\hat{F}(\boldsymbol{x})=\left(\nabla_{\boldsymbol{x}_{n}} b_{n}(\boldsymbol{x})\right)_{n}$ is a-strongly monotone on $\mathcal{X}$, the sequence generated by SIR converge to the NE $\hat{x}$ with:

$$
\left\|\hat{\boldsymbol{x}}-\boldsymbol{x}^{(k)}\right\|_{2}<\left(1-\frac{\mathrm{a}^{2}}{N M^{2}}\right)^{k}\left\|\hat{\boldsymbol{x}}-\boldsymbol{x}^{(0)}\right\|_{2}
$$

Idea: use Euclidean structure, $\nabla_{n} b_{n}$ Lipschitz and the strong monotonicity
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Forecasts of nonflexible Demand
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## Online procedure: compute NE on "receding horizons"

Start at $t=1$
while $t \leq T$ do
Set new horizon $\mathcal{T}^{(t)}=\{t, t+1, \ldots, T\}$
Get $\boldsymbol{D}$ forecast on $\mathcal{T}^{(t)}: \hat{\boldsymbol{D}}^{(t)} \stackrel{\text { def }}{=}\left(\hat{D}^{(t)}{ }_{s}\right)_{t \leq s \leq T}$
Re-compute prices $c_{t}($.$) for t \in \mathcal{T}^{(t)}$ with $\hat{\boldsymbol{D}}$
Compute NE $\boldsymbol{x}^{(t)}$ on $\mathcal{T}^{(t)}$
for each user $n \in \mathcal{N}$ do
Realize computed profile on time $t, x_{n, t}^{(t)}$
Update $\mathcal{X}_{n}^{(t+1)} \stackrel{\text { def }}{=}\left\{\left(x_{n, s}\right)_{s>t} \mid\left(x_{n, t}^{(t)},\left[x_{n, s}\right]_{s>t}\right) \in \mathcal{X}_{n}^{(t)}\right\}$

## Online procedure: compute NE on "receding horizons"

```
Start at t=1
while t\leqT do
    Set new horizon }\mp@subsup{\mathcal{T}}{}{(t)}={t,t+1,\ldots,T
    Get \boldsymbol{D}\mathrm{ forecast on }\mp@subsup{\mathcal{T}}{}{(t)}:\mp@subsup{\hat{\boldsymbol{D}}}{}{(t)}\stackrel{\mathrm{ def }}{=}(\mp@subsup{\hat{D}}{}{(t)}\mp@subsup{}{s}{}\mp@subsup{)}{t\leqs\leqT}{}
    Re-compute prices ct(.) for t\in (\mathcal{T}}\mp@subsup{}{(t)}{\mathrm{ with }}\hat{\boldsymbol{D}
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    for each user n}\boldsymbol{n}\mathcal{N}\mathrm{ do
    Realize computed profile on time t, \mp@subsup{x}{n,t}{(t)}
    Update }\mp@subsup{\mathcal{X}}{n}{(t+1)}\stackrel{\mathrm{ def }}{=}{(\mp@subsup{x}{n,s}{}\mp@subsup{)}{s>t }{}|(\mp@subsup{x}{n,t}{(t)},[\mp@subsup{x}{n,s}{,}\mp@subsup{]}{s>t}{})\in\mp@subsup{\mathcal{X}}{n}{(t)}
    done
    Wait for t+1
done
```


## Online procedure: compute NE on "receding horizons"

```
Start at \(t=1\)
while \(t \leq T\) do
    Set new horizon \(\mathcal{T}^{(t)}=\{t, t+1, \ldots, T\}\)
    Get \(\boldsymbol{D}\) forecast on \(\mathcal{T}^{(t)}: \hat{\boldsymbol{D}}^{(t)} \stackrel{\text { def }}{=}\left(\hat{D}^{(t)}{ }_{s}\right)_{t \leq s \leq T}\)
    Re-compute prices \(c_{t}(\).\() for t \in \mathcal{T}^{(t)}\) with \(\hat{\boldsymbol{D}}\)
    Compute NE \(\boldsymbol{x}^{(t)}\) on \(\mathcal{T}^{(t)}\)
    for each user \(n \in \mathcal{N}\) do
        Realize computed profile on time \(t, x_{n, t}^{(t)}\)
        Update \(\mathcal{X}_{n}^{(t+1)} \stackrel{\text { def }}{=}\left\{\left(x_{n, s}\right)_{s>t} \mid\left(x_{n, t}^{(t)},\left[x_{n, s}\right]_{s>t}\right) \in \mathcal{X}_{n}^{(t)}\right\}\)
    done
    Wait for \(t+1\)
done
```


## Proposition (Jacquot, Beaude, Gaubert, and Oudjane, 2019)

Under NE uniqueness and in the limit of perfect forecasts, the obtained profile $\left(x_{n, t}^{(t)}\right)_{n, t}$ is an NE for the complete horizon $\{1, \ldots, T\}$.

## Online procedure achieves significant gains!

| Cons. Scenario | Social Cost | Avg. Price | Gain |
| :---: | :---: | :---: | :---: |
| Uncoordinated | $\$ 1257.2$ | $0.200 \$ / \mathrm{kWh}$ | - |
| Offline DR | $\$ 1231.6$ | $0.195 \$ / \mathrm{kWh}$ | $2.036 \%$ |
| Online DR | $\$ 1131.1$ | $0.180 \$ / \mathrm{kWh}$ | $\mathbf{1 0 . 0 3 \%}$ |
| Perfect forecast DR | $\$ 1075.2$ | $0.171 \$ / \mathrm{kWh}$ | $14.47 \%$ |
| Optimal scenario | $\$ 1056.8$ | $0.169 \$ / \mathrm{kWh}$ | $15.94 \%$ |



## Part III

## Estimation of Equilibria of Large Heterogeneous Congestion Games

## Atomic (splittable) congestion game $\mathcal{G}(\mathcal{A})$

- time horizon as a finite set $\mathcal{T}=\{1, \ldots, T\}$;
- set of agents $\mathcal{N}=\{1, \ldots, N\}$;
- each $n \in \mathcal{N}$ has a feasibility set $\mathcal{X}_{n}$ of (consumption) profiles $\left(x_{n, t}\right)_{t \in \mathcal{T}}$;
- $\forall t$, a cost function $c_{t}: \mathbb{R}_{+} \rightarrow \mathbb{R}$
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- a coupling constraint set $\mathcal{A} \subset \mathbb{R}^{T}$ defining constraint $\overline{\boldsymbol{X}} \in \mathcal{A}$.


## Nash equilibrium

## Assumption (A1)

(1) $\forall t, c_{t}$ is convex and non-decreasing on $\mathbb{R}_{+}$.
(2) $\forall n, \mathcal{X}_{n}$ is a convex and compact subset of $\mathbb{R}_{+}^{T}$ with nonempty relative interior.
(3) $\forall n, u_{n}$ is concave on $\mathcal{X}_{n}$.
(4) $\mathcal{A}$ is a convex closed set of $\mathbb{R}^{T}$, and $\overline{\mathcal{X}} \cap \mathcal{A}$ is nonempty.

## Nash equilibrium

## Assumption (A1)

(1) $\forall t, c_{t}$ is convex and non-decreasing on $\mathbb{R}_{+}$.
(2) $\forall n, \mathcal{X}_{n}$ is a convex and compact subset of $\mathbb{R}_{+}^{T}$ with nonempty relative interior.
(3) $\forall n, u_{n}$ is concave on $\mathcal{X}_{n}$.
(4) $\mathcal{A}$ is a convex closed set of $\mathbb{R}^{T}$, and $\overline{\mathcal{X}} \cap \mathcal{A}$ is nonempty.

Differentiable case:

## Definition (NE (No coupling constraint $\Leftrightarrow \mathcal{A}=\mathbb{R}^{T}$ ))

Action profile $\boldsymbol{x} \in \mathcal{X}$ is a Nash equilibrium (NE) if:

$$
\begin{aligned}
& \forall n \in \mathcal{N}, f_{n}\left(\boldsymbol{x}_{n}, \frac{1}{N} \boldsymbol{x}_{n}+\overline{\boldsymbol{X}}_{-n}\right) \leq f_{n}\left(\boldsymbol{y}_{n}, \frac{1}{N} \boldsymbol{x}_{n}+\overline{\boldsymbol{X}}_{-n}\right), \quad \forall \boldsymbol{y}_{n} \in \mathcal{X}_{n} \\
& \Longleftrightarrow\langle\hat{F}(\boldsymbol{x}), \boldsymbol{y}-\boldsymbol{x}\rangle \geq 0, \quad \forall \boldsymbol{y} \in \boldsymbol{X}, \\
& \text { with }[\hat{F}(\boldsymbol{x})]_{n} \stackrel{\text { def }}{=} \nabla_{\boldsymbol{x}_{n}} f_{n}\left(\boldsymbol{x}_{n}, \overline{\boldsymbol{X}}\right)=\boldsymbol{c}(\overline{\boldsymbol{X}})+\left(\frac{x_{n t}}{N} c_{t}^{\prime}\left(\bar{X}_{t}\right)\right)_{t}-\nabla u_{n}\left(\boldsymbol{x}_{n}\right)
\end{aligned}
$$

## Nash equilibrium

## Assumption (A1)

(1) $\forall t, c_{t}$ is convex and non-decreasing on $\mathbb{R}_{+}$.
(2) $\forall n, \mathcal{X}_{n}$ is a convex and compact subset of $\mathbb{R}_{+}^{T}$ with nonempty relative interior.
(3) $\forall n, u_{n}$ is concave on $\mathcal{X}_{n}$.
(4) $\mathcal{A}$ is a convex closed set of $\mathbb{R}^{T}$, and $\overline{\mathcal{X}} \cap \mathcal{A}$ is nonempty.

Differentiable case:

## Definition (VNE (With coupling constraint))

Profile $\boldsymbol{x} \in \mathcal{X}(\mathcal{A}) \stackrel{\text { def }}{=}\{\boldsymbol{x} \in \mathcal{X} \mid \overline{\boldsymbol{X}} \in \mathcal{A}\}$ is a Variational Nash Equilibrium (VNE):

$$
\langle\hat{F}(x), \boldsymbol{y}-\boldsymbol{x}\rangle \geq 0, \forall \boldsymbol{y} \in \mathcal{X}(\mathcal{A})
$$

with

$$
[\hat{F}(\boldsymbol{x})]_{n} \stackrel{\text { def }}{=} \nabla_{\boldsymbol{x}_{n}} f_{n}\left(\boldsymbol{x}_{n}, \overline{\boldsymbol{X}}\right)=\boldsymbol{c}(\overline{\boldsymbol{X}})+\left(\frac{x_{n t}}{N} c_{t}^{\prime}\left(\bar{X}_{t}\right)\right)_{t}-\nabla u_{n}\left(\boldsymbol{x}_{n}\right)
$$

## Two steps of Approximation: $\mathcal{G}(\mathcal{A}) \longrightarrow \mathcal{G}^{\text {na }}(\mathcal{A}) \longrightarrow \mathcal{G}^{\mathcal{I}}(\mathcal{A})$

Initial GAME

$$
\mathcal{G}(\mathcal{A}) \quad \longrightarrow \quad \mathcal{G}^{\mathrm{na}}(\mathcal{A})
$$

VNE $\hat{x}$ in $\operatorname{dim} \mathbb{R}^{N T}$

NONATOMIC GAME

SVWE $x^{*}$ in $\operatorname{dim} \mathbb{R}^{N T}$
neglect individual impact on average action $\overline{\boldsymbol{X}}$

## Two steps of Approximation: $\mathcal{G}(\mathcal{A}) \longrightarrow \mathcal{G}^{\mathrm{na}}(\mathcal{A}) \longrightarrow \mathcal{G}^{\mathcal{I}}(\mathcal{A})$

INITIAL GAME

$$
\mathcal{G}(\mathcal{A}) \quad \longrightarrow \quad \mathcal{G}^{\text {na }}(\mathcal{A})
$$

SVWE $\boldsymbol{x}^{*}$ in $\operatorname{dim} \mathbb{R}^{N T}$
VNE $\hat{\boldsymbol{x}}$ in $\operatorname{dim} \mathbb{R}^{N T}$

AgGregate game

$$
\longrightarrow \quad \mathcal{G}^{\mathcal{I}}(\mathcal{A})
$$

SVWE $\boldsymbol{x}$ in $\operatorname{dim} \mathbb{R}^{p T}$
neglect individual impact on average action $\overline{\boldsymbol{X}}$

Nonatomic game

> reduce dimension by clustering similar players

## Fisrt step: Associated nonatomic game $\mathcal{G}^{\text {na }}(\mathcal{A})$ and SVWE

- each atomic player $n \in \mathcal{N}$ of $\mathcal{G}(\mathcal{A}) \rightarrow$ population of nonatomic players in $\mathcal{G}^{\text {na }}(\mathcal{A})$
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- symmetric action profiles: in $\mathcal{G}^{\text {na }}(\mathcal{A})$, all players in each population $n$ play the same action $\boldsymbol{x}_{n}$.
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## Proposition (Existence of VNE and SVWE)

Under A1, $\mathcal{G}(\mathcal{A})$ (resp. $\left.\mathcal{G}^{\text {na }}(\mathcal{A})\right)$ admits a VNE (resp. SVWE).

## First step of approximation: $\mathcal{G}(\mathcal{A}) \longrightarrow \mathcal{G}^{\mathrm{na}}(\mathcal{A})$

## Theorem (Jacquot, Wan, Beaude, and Oudjane, 2018)

Under $A 1$, let $\boldsymbol{x} \in \mathcal{X}(\mathcal{A})$ be a VNE of $\mathcal{G}(\mathcal{A})$ and $\boldsymbol{x}^{*} \in \mathcal{X}(\mathcal{A})$ a $\operatorname{SVWE}$ of $\mathcal{G}^{\text {na }}(\mathcal{A})$ :
(1) if for each $n \in \mathcal{N}, u_{n}$ is a $\alpha$-strongly concave $(\alpha>0)$ then $\boldsymbol{x}^{*}$ is unique and:

$$
\left\|\boldsymbol{x}-\boldsymbol{x}^{*}\right\| \leq \frac{M C}{\alpha} \sqrt{\frac{T}{N}}, \quad \text { where } M \stackrel{\text { def }}{=} \max _{\substack{x \in \overline{C V}\left(\cup \cup_{n} \mathcal{X}_{n}\right) \\ t \in \mathcal{T}}}\left|x_{t}\right| ; C=\max _{\substack{x \in \overline{\mathcal{V}} \\ t \in \mathcal{T}}}\left|c_{t}^{\prime}\left(\bar{X}_{t}\right)\right|
$$

besides, $\frac{1}{N} \sum_{n}\left\|\boldsymbol{x}_{n}-\boldsymbol{x}_{n}^{*}\right\| \leq \frac{M C}{\alpha} \frac{\sqrt{T}}{N}$ and $\quad\left\|\overline{\boldsymbol{X}}-\overline{\boldsymbol{X}}^{*}\right\| \leq \frac{M C}{\alpha} \frac{\sqrt{T}}{N}$;
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besides, $\quad \frac{1}{N} \sum_{n}\left\|\boldsymbol{x}_{n}-\boldsymbol{x}_{n}^{*}\right\| \leq \frac{M C}{\alpha} \frac{\sqrt{T}}{N}$ and $\quad\left\|\overline{\boldsymbol{X}}-\overline{\boldsymbol{X}}^{*}\right\| \leq \frac{M C}{\alpha} \frac{\sqrt{T}}{N}$;
(2) if $\left(c_{t}\right)_{t \in \mathcal{T}}$ is $\beta$-strongly monotone $(\beta>0)$ then $\overline{\boldsymbol{X}}^{*}$ is unique and:

$$
\left\|\overline{\boldsymbol{X}}-\overline{\boldsymbol{X}}^{*}\right\| \leq M \sqrt{\frac{2 T C}{\beta N}} .
$$

## First step of approximation: $\mathcal{G}(\mathcal{A}) \longrightarrow \mathcal{G}^{\mathrm{na}}(\mathcal{A})$

## Theorem (Jacquot, Wan, Beaude, and Oudjane, 2018)

Under A1, let $\boldsymbol{x} \in \mathcal{X}(\mathcal{A})$ be a VNE of $\mathcal{G}(\mathcal{A})$ and $\boldsymbol{x}^{*} \in \mathcal{X}(\mathcal{A})$ a $\operatorname{SVWE}$ of $\mathcal{G}^{\mathrm{na}}(\mathcal{A})$ :
(1) if for each $n \in \mathcal{N}, u_{n}$ is a $\alpha$-strongly concave $(\alpha>0)$ then $\boldsymbol{x}^{*}$ is unique and:

$$
\left\|\boldsymbol{x}-\boldsymbol{x}^{*}\right\| \leq \frac{M C}{\alpha} \sqrt{\frac{T}{N}}, \quad \text { where } M \stackrel{\text { def }}{=} \max _{\substack{x \in \overline{C v}\left(\cup \cup_{n} \mathcal{X}_{n}\right) \\ t \in \mathcal{T}}}\left|x_{t}\right| ; C=\max _{\substack{x \in \overline{\mathcal{V}} \\ t \in \mathcal{T}}}\left|c_{t}^{\prime}\left(\bar{X}_{t}\right)\right|
$$

besides, $\quad \frac{1}{N} \sum_{n}\left\|\boldsymbol{x}_{n}-\boldsymbol{x}_{n}^{*}\right\| \leq \frac{M C}{\alpha} \frac{\sqrt{T}}{N}$ and $\quad\left\|\overline{\boldsymbol{X}}-\overline{\boldsymbol{X}}^{*}\right\| \leq \frac{M C}{\alpha} \frac{\sqrt{T}}{N}$;
(2) if $\left(c_{t}\right)_{t \in \mathcal{T}}$ is $\beta$-strongly monotone $(\beta>0)$ then $\overline{\boldsymbol{X}}^{*}$ is unique and:

$$
\left\|\overline{\boldsymbol{X}}-\overline{\boldsymbol{X}}^{*}\right\| \leq M \sqrt{\frac{2 T C}{\beta N}} .
$$

Idea: use the VI charac of VNE/SVWE $\boldsymbol{l}$ difference lying in individual impact

## Second step: Clustering of populations in $\mathcal{G}^{\text {na }}(\mathcal{A}) \rightarrow \mathcal{G}^{\mathcal{I}}(\mathcal{A})$

- Regroup similar populations of $\mathcal{G}^{\text {na }}(\mathcal{A})$ (i.e. $\mathcal{X}_{n} \simeq \mathcal{X}_{m}$ and $\nabla u_{n} \simeq \nabla u_{m}$ ) into a set $\mathcal{I}$ of populations with small $p \stackrel{\text { def }}{=}|\mathcal{I}|$ and $\bigcup_{i \in \mathcal{I}} \mathcal{N}_{i}=\mathcal{N}$ and endow each cluster $i \in \mathcal{I}$ with:
- a common action set $\mathcal{X}_{i}\left(\right.$ within $\overline{c o n v} \cup_{n \in \mathcal{N}_{i}} \mathcal{X}_{n}$ )
- a common utility (gradient) $\nabla u_{i}$ (within $\left.\max _{n \in \mathcal{N}_{i}}\left\|\nabla u_{n}\right\|_{\infty}\right)$ common cost $f_{i}$;
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where $\delta_{i} \stackrel{\text { def }}{=} \max _{n \in \mathcal{N}_{i}} d_{H}\left(\mathcal{X}_{n}, \mathcal{X}_{i}\right)$
for utility gradients $\left(\nabla u_{n}\right)_{n \in \mathcal{N}_{i}}$

$$
\bar{\lambda}=\max _{i \in \mathcal{I}} \lambda_{i}
$$

where $\lambda_{i} \xlongequal{\text { def }} \max _{n \in \mathcal{N}_{i}} \sup _{x \in \mathcal{X}_{i}}\left\|\nabla u_{i}(\boldsymbol{x})-\nabla u_{n}(\boldsymbol{x})\right\|_{2}$

## Second step: Clustering of populations in $\mathcal{G}^{\text {na }}(\mathcal{A}) \rightarrow \mathcal{G}^{\mathcal{I}}(\mathcal{A})$

- Regroup similar populations of $\mathcal{G}^{\text {na }}(\mathcal{A})$ (i.e. $\mathcal{X}_{n} \simeq \mathcal{X}_{m}$ and $\nabla u_{n} \simeq \nabla u_{m}$ ) into a set $\mathcal{I}$ of populations with small $p \stackrel{\text { def }}{=}|\mathcal{I}|$ and $\bigcup_{i \in \mathcal{I}} \mathcal{N}_{i}=\mathcal{N}$ and endow each cluster $i \in \mathcal{I}$ with:
- a common action set $\mathcal{X}_{i}\left(\right.$ within $\overline{c o n v} \cup_{n \in \mathcal{N}_{i}} \mathcal{X}_{n}$ )
- a common utility (gradient) $\nabla u_{i}$ (within $\left.\max _{n \in \mathcal{N}_{i}}\left\|\nabla u_{n}\right\|_{\infty}\right)$ common cost $f_{i}$;
- similarity of players in $\mathcal{N}_{i}$ measured as:
for strategy sets $\left(\mathcal{X}_{n}\right)_{n \in \mathcal{N}_{i}}$

$$
\bar{\delta}=\max _{i \in \mathcal{I}} \delta_{i}
$$

where $\delta_{i} \stackrel{\text { def }}{=} \max _{n \in \mathcal{N}_{i}} d_{H}\left(\mathcal{X}_{n}, \mathcal{X}_{i}\right)$
for utility gradients $\left(\nabla u_{n}\right)_{n \in \mathcal{N}_{i}}$

$$
\bar{\lambda}=\max _{i \in \mathcal{I}} \lambda_{i}
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where $\lambda_{i} \stackrel{\text { def }}{=} \max _{n \in \mathcal{N}_{i}} \sup _{x \in \mathcal{X}_{i}}\left\|\nabla u_{i}(\boldsymbol{x})-\nabla u_{n}(\boldsymbol{x})\right\|_{2}$
symmetric profiles: all players in $i$ play same action $\boldsymbol{x}_{i}-\overline{\boldsymbol{X}}=\frac{1}{N} \sum_{i \in \mathcal{I}} N_{i} \boldsymbol{x}_{\boldsymbol{i}}$

## Second step of approximation $\mathcal{G}^{\text {na }}(\mathcal{A}) \rightarrow \mathcal{G}^{\mathcal{I}}(\mathcal{A})$

## Theorem (Jacquot, Wan, Beaude, and Oudjane, 2018)

Under $A 1$, consider an approximating game $\mathcal{G}^{\mathcal{I}}(\mathcal{A})$ with $\bar{\delta}$ small enough. Let x be a SVWE of $\mathcal{G}^{\mathcal{I}}(\mathcal{A})$, and $x^{*}$ a SVWE of $\mathcal{G}^{\text {na }}(\mathcal{A})$. Then:
(1) if $\forall n, u_{n}$ is $\alpha$-strongly concave $(\alpha>0)$, then $\boldsymbol{x} \in \mathbb{R}^{T p}$ and $\boldsymbol{x}^{*} \in \mathbb{R}^{T N}$ are unique and

$$
\left\|\psi_{\mathcal{I} \rightarrow \mathcal{N}}(\boldsymbol{x})-\boldsymbol{x}^{*}\right\| \leq \sqrt{N \frac{\operatorname{err}(\bar{\delta}, \bar{\lambda})}{\alpha}} \text { where } \operatorname{err}(\bar{\delta}, \bar{\lambda}) \stackrel{\text { def }}{=} 2 T M\left(3 \frac{L_{\mathrm{f}}}{\rho} \bar{\delta}+\bar{\lambda}\right) \underset{\bar{\delta}, \bar{\lambda} \rightarrow 0}{\longrightarrow} 0
$$
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Under A1, consider an approximating game $\mathcal{G}^{\mathcal{I}}(\mathcal{A})$ with $\bar{\delta}$ small enough. Let x be a SVWE of $\mathcal{G}^{\mathcal{I}}(\mathcal{A})$, and $x^{*}$ a SVWE of $\mathcal{G}^{\text {na }}(\mathcal{A})$. Then:
(1) if $\forall n, u_{n}$ is $\alpha$-strongly concave $(\alpha>0)$, then $\boldsymbol{x} \in \mathbb{R}^{T p}$ and $\boldsymbol{x}^{*} \in \mathbb{R}^{T N}$ are unique and

$$
\begin{aligned}
& \left\|\psi_{I \rightarrow N}(\boldsymbol{x})-\boldsymbol{x}^{*}\right\| \leq \sqrt{N \frac{\operatorname{err}(\bar{\delta}, \bar{\lambda})}{\alpha}} \text { where } \operatorname{err}(\bar{\delta}, \bar{\lambda}) \stackrel{\text { def }}{=} 2 T M\left(3 \frac{\operatorname{Lif}_{\rho}^{\rho}}{\rho}+\bar{\lambda}\right) \underset{\bar{\delta}, \bar{\lambda} \rightarrow 0}{\longrightarrow} 0 \\
& \frac{1}{N} \sum_{i} \sum_{n \in \mathcal{N}_{i}}\left\|\boldsymbol{x}_{i}-\boldsymbol{x}_{n}^{*}\right\| \leq \sqrt{\frac{\operatorname{err}(\bar{\delta}, \bar{\lambda})}{\alpha}} \text { and }\left\|\overline{\boldsymbol{X}}-\overline{\boldsymbol{X}}^{*}\right\| \leq \sqrt{\frac{\operatorname{err}(\bar{\delta}, \bar{\lambda})}{\alpha}} ;
\end{aligned}
$$

(2) if $\left(c_{t}\right)_{t \in \mathcal{T}}$ is $\beta$-strongly monotone $(\beta>0)$ then $\overline{\boldsymbol{X}}$ and $\overline{\boldsymbol{X}}^{*}$ are unique, and:

$$
\left\|\overline{\boldsymbol{X}}-\overline{\boldsymbol{X}}^{*}\right\| \leq \sqrt{\frac{\operatorname{err}(\bar{\delta}, \bar{\lambda})}{\beta}} .
$$

## Application to DR and EV smart charging

- $\mathcal{T}=\{1, \ldots, T\}, T=24$ : from 10 PM to 9 PM the day after
- electricity prices on each $t \in \mathcal{T}: c_{t} \equiv c$ : inclining block-rates (IBR) tariffs: pcw affine and convex functions:

$$
c(\bar{X})= \begin{cases}1+200 \bar{X} & \text { if } \bar{X} \leq 0.25, \\ -49+400 \bar{X} & \text { if } 0.25 \leq \bar{X} \leq 0.25, \\ -349+1000 \bar{X} & \text { if } 0.5 \leq \bar{X} .\end{cases}
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- $N=2000$ consumers
- demand constraints: $\mathcal{X}_{n}=\left\{\boldsymbol{x}_{n} \in \mathbb{R}_{+}^{T}: \sum_{t} x_{n t}=E_{n}\right.$ and $\left.\underline{x}_{n t} \leq x_{n t} \leq \bar{x}_{n t}\right\}$ where $E_{n}$ : total energy needed by $n$ and $\underline{x}_{n t}, \bar{x}_{n t}$ are (physical) power bounds ;
- utility functions

$$
u_{n}\left(\boldsymbol{x}_{n}\right)=-\omega_{n}\left\|\boldsymbol{x}_{n}-\boldsymbol{y}_{n}\right\|^{2}
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- $N=2000$ consumers
- demand constraints: $\mathcal{X}_{n}=\left\{\boldsymbol{x}_{n} \in \mathbb{R}_{+}^{T}: \sum_{t} x_{n t}=E_{n}\right.$ and $\left.\underline{x}_{n t} \leq x_{n t} \leq \bar{x}_{n t}\right\}$ where $E_{n}$ : total energy needed by $n$ and $\underline{x}_{n t}, \bar{x}_{n t}$ are (physical) power bounds ;
- utility functions

$$
u_{n}\left(\boldsymbol{x}_{n}\right)=-\omega_{n}\left\|\boldsymbol{x}_{n}-\boldsymbol{y}_{n}\right\|^{2} .
$$

- Coupling constraints on average demand $\overline{\boldsymbol{X}}$ :

$$
\begin{aligned}
& \bar{X}_{t} \leq 0.7, \quad \forall t \\
& -0.025 \leq \bar{X}_{T}-\bar{X}_{1} \leq 0.025
\end{aligned}
$$
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Time to compute SVWE.

- Time to compute a VNE of $\mathcal{G}(\mathcal{A})$ with the same stopping criterion: 3 h 26 " $\rightarrow$ six times longer than the CPU time to compute the SVWE with $p=100$.
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## (Some) Open theoretical questions:

- convergence bounds on disaggregation algo (number of cuts);
- convergence of BR in the monotone case (extending potential case);
- algo aspects of the computation of monotone GVI (chapter 6).


## Prospective questions:

- bilevel/Stackelberg models,
- dynamic, repeated games and MFG,
- electrical network modeling.
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## Issues: transmission of profiles for projection: SMC

In APM, agents still have to provide profiles $\left(x_{n}^{(k)}\right)_{n}$
$\rightarrow$ Secure Multiparty Computation (SMC) principle
Require: Each agent has a profile $\left(\boldsymbol{x}_{n}\right)_{n \in \mathcal{N}}$
1: for each agent $n \in \mathcal{N}$ do
2: $\quad$ Draw $\forall t,\left(s_{n, t, m}\right)_{m=1}^{N-1} \in \mathcal{U}\left([0, A]^{N-1}\right)$
3: and set $\forall t, s_{n, t, N} \stackrel{\text { def }}{=} x_{n, t}-\sum_{m=1}^{N-1} s_{n, t, m}$
4: $\quad$ Send $\left(s_{n, t, m}\right)_{t \in \mathcal{T}}$ to agent $m \in \mathcal{N}$
done
for each agent $n \in \mathcal{N}$ do
Compute $\forall t, \sigma_{n, t}=\sum_{m \in \mathcal{N}} S_{m, t, n}$
Send $\left(\sigma_{n, t}\right)_{t \in \mathcal{T}}$ to operator
done
10: Operator computes $S=\sum_{n \in \mathcal{N}} \boldsymbol{\sigma}_{n}$
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3: and set $\forall t, s_{n, t, N} \stackrel{\text { def }}{=} x_{n, t}-\sum_{m=1}^{N-1} s_{n, t, m}$ Send $\left(s_{n, t, m}\right)_{t \in \mathcal{T}}$ to agent $m \in \mathcal{N}$
done

$$
\begin{aligned}
& x_{1}=s_{1,1}+s_{1,2}+s_{1,3} \\
& x_{2}=s_{2,1}+s_{2,2}+s_{2,3} \\
& x_{3}=s_{3,1}+s_{3,2}+s_{3,3}
\end{aligned}
$$
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## Issues: transmission of profiles for projection: SMC

In APM, agents still have to provide profiles $\left(x_{n}^{(k)}\right)_{n}$
$\rightarrow$ Secure Multiparty Computation (SMC) principle
Require: Each agent has a profile $\left(\boldsymbol{x}_{n}\right)_{n \in \mathcal{N}}$
1: for each agent $n \in \mathcal{N}$ do
2: $\quad$ Draw $\forall t,\left(s_{n, t, m}\right)_{m=1}^{N-1} \in \mathcal{U}\left([0, A]^{N-1}\right)$
3: and set $\forall t, s_{n, t, N} \stackrel{\text { def }}{=} x_{n, t}-\sum_{m=1}^{N-1} s_{n, t, m}$

$$
\text { Send }\left(s_{n, t, m}\right)_{t \in \mathcal{T}} \text { to agent } m \in \mathcal{N}
$$

$$
\begin{aligned}
& x_{1}=s_{1,1}+s_{1,2}+s_{1,3} \\
& x_{2}=s_{2,1}+s_{2,2}+s_{2,3} \\
& x_{3}=s_{3,1}+s_{3,2}+s_{3,3} \\
& \sum_{n} x_{n}=\sigma_{1}+\sigma_{2}+\sigma_{3}
\end{aligned}
$$

done
for each agent $n \in \mathcal{N}$ do
Compute $\forall t, \sigma_{n, t}=\sum_{m \in \mathcal{N}} s_{m, t, n}$
8: $\quad$ Compute $\left(\sigma_{n, t}\right)_{t \in \mathcal{T}}$ to operator
9: done
10: Operator computes $\boldsymbol{S}=\sum_{n \in \mathcal{N}} \boldsymbol{\sigma}_{n}$

## Extension of NE estimation in unsplittable case

- VI characterization of NE in atomic unsplittable case ?

Game with resources $\mathcal{T}=\{1, \ldots, T\}$ and $\forall n, \mathcal{X}_{n}=\left\{e_{1}, \ldots,, e_{K_{n}}\right\} \subset 2^{\mathcal{T}}$,

$$
\forall n, \forall e_{n}=\left(e_{n, t}\right)_{t \in \mathcal{T}} \in \mathcal{X}_{n}, f_{n}\left(e_{n}, e_{-n}\right)=\sum_{t \in e_{n}} c_{t}(e)=\sum_{t \in e_{n}} c_{t}\left(\sum_{m: t \in e_{m}} 1\right)
$$

- consider mixed strategies $x_{n} \in \triangle_{\mathcal{X}_{n}}$ :
$\hat{x}$ is a mixed NE iff

$$
\langle G V(\hat{x}), x-\hat{x}\rangle \geq 0, \forall x \in \mathcal{X}
$$

where $G V(\boldsymbol{x})=\left(G V_{n}\left(\boldsymbol{x}_{-n}\right)\right)_{n^{\prime}}$, with $G V_{n}\left(x_{-n}\right)$ the multilinear extension of $f_{n}$ :

$$
\left[G V_{n}\left(x_{-n}\right)\right]_{e_{n}} \frac{\text { def }}{=} \sum_{e_{1} \in \mathcal{X}_{1}} \ldots \sum_{e_{N} \in \mathcal{X}_{n}} x_{e_{1}} \ldots x_{e_{n-1}} x_{e_{n+1}} \ldots x_{e_{N}} f_{n}\left(e_{1}, \ldots, e_{n-1}, e_{n}, e_{n+1}, \ldots, e_{N}\right)
$$

- Coupling constraint - Which signification with mixed strategies ??


## Wardrop formulation: flow vs cost functions

- consider nonatomic aggregative game $\left(\Theta,\left(f_{\theta}\right)_{\theta},\left(\mathcal{X}_{\theta}\right)_{\theta}\right)$

WE: $\boldsymbol{x}^{*}$ s.t. $\forall$ a.e. $\theta, \quad \forall \boldsymbol{x}_{\theta} \in \mathcal{X}_{\theta}, \quad f_{\theta}\left(\boldsymbol{x}_{\theta}^{*}, \boldsymbol{X}^{*}\right) \leq f_{\theta}\left(\boldsymbol{x}_{\theta}, \boldsymbol{X}^{*}\right)$
congestion case: if $\mathcal{X}_{\theta}=\left\{\boldsymbol{x}_{\theta} \in \triangle_{T-1}\right\} \subset \mathbb{R}^{T}$ and $f_{\theta}\left(\boldsymbol{x}_{\theta}, \boldsymbol{X}\right)=\sum_{t} x_{\theta, t} c_{t}\left(X_{t}\right)$ then:

$$
\boldsymbol{x}^{*} \text { is a WE iff } x_{\theta, t}>0 \Rightarrow c_{t}\left(X_{t}\right) \leq c_{s}\left(X_{s}\right) \forall s \in \mathcal{T}
$$

but in a arbitrary aggretative game, $\left(\boldsymbol{x}_{\theta}, \boldsymbol{X}\right) \mapsto f_{\theta}\left(\boldsymbol{x}_{\theta}, \boldsymbol{X}\right)$ is not linear in $\boldsymbol{x}_{\theta}$

- optimality conditions will depend on the player's actions $\boldsymbol{x}_{\theta}$ and not only on flow $\boldsymbol{X}$.
- consider linear agg. games to keep flow formulation ?


## KALAI: semi-anonymous games

Bayesian games: payoff $\mu_{i}\left(c_{i}, c_{-i}\right)$ depends on the distribution of players that choose $c_{-i}=k$

- similarity to our model $\rightarrow$ dependency of costs on the average term $\left(\overline{\boldsymbol{X}}_{t}\right)_{t}$

